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Optimal Matching

Optimal matching relies on the Needleman-Wunsch algorithm (Needleman and Wunsch

1970). By taking into consideration the costs set up by the researcher, this algorithm cal-

culates the minimum number of substitutions and indels needed to align two sequences,

namely to make them identical. This algorithm was originally introduced to calculate the

largest number of amino acids of one protein than can be matched with those of another

protein allowing for all possible substitutions and deletions in either sequence (Needleman

and Wunsch 1970). In this Appendix we briefly illustrate how this algorithm works. Take

as example the sequence number 1 and the sequence number 2 mentioned in the main text

and take also the following substitution cost matrix:



BB FB GO

BB 0 1 2

FB 1 0 2

GO 2 2 0



Assume that the cost of substituting the element FB with the element BB is 1 and with

the element GO the cost is 2. Also, assume that the substitution cost of an element with itself

is equal to 0 and that substituting FB with BB is equally costly to substituting BB with

FB, for instance. By considering these substitution costs, we calculate the distance between

the sequences BB − BB − BB − FB − FB − GO and BB − BB − BB − GO − GO − GO

with the following formula:

S(BB, BB) + S(BB, BB) + S(BB, BB) + S(FB, GO) + S(FB, GO) + S(GO, GO) =

0 + 0 + 0 + 2 + 2 + 0 = 4

This is rather straightforward when we compare two sequences of identical length and
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consider only substitution costs. In this case, only one alignment is possible. Yet, when

we compare sequences of different lengths, different alignments are possible. To solve this

issue Needleman and Wunsch (1970) introduce a way to find the optimal alignment between

two sequences by using a series of pairwise comparisons between their single elements. For

the sake of simplicity, we illustrate how to compare two sub-sequences of the one mentioned

above, namely FB −FB −FB −BB and FB −FB −FB, characterized by different length.

In this vein, four different alignments are possible:

FB − FB − FB − BB

1. FB − FB − FB − XX

2. FB − FB − XX − FB

3. FB − XX − FB − FB

4. XX − FB − FB − FB

If we compare those possible alignments, we conclude that the first one is the optimal

one being the distance equal to the cost of inserting a gap. The others are associated with

distance indexes equal to the cost of inserting a gap plus the cost of substituting BB with

FB. What follows is the illustration of how the algorithm works, as explained by Needleman

and Wunsch (1970).1 A matrix S(i, j) is created recursively such that:

min


S(i − 1, j − 1) + s(xi, yj)

S(i − 1, j) + g

S(i, j − 1) + g

The element s(xi, yj) represents the substitution cost between the elements in the row

i and in the column j and g is the cost of inserting a gap. We assume that the cost of

1. Differently from the original discussion we do not use similarities but distances between elements, based
on substitution costs. In this vein, some parts of the discussion as well as of the formalization are modified
accordingly, such as that the calculations at the basis of the algorithm in this work use the minimum and not
maximum function. Indeed, in the original discussion the aim of the algorithm is to maximise the similarity
between sequences while in this case it is to minimize their distance.
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inserting a gap is 0.5 in this example. For the sake of this example it is logical that the cost

of inserting a gap is half of the lowest substitution cost (which equals 1, in this example),

in that a substitution is equivalent to a deletion of an element and the insertion of a gap.

We start by compiling the matrix from the top-left cell which is associated the value 0 and

from the values on the first row and the first column to which the values of insertion of gaps

are associated. As clarified below, indeed, if the sequences are aligned the cell takes value

0 whereas along the first row and first column a movement rightwards or downwards refers

to the insertion of a gap. For instance, S(1, 5) is four steps on the right from S(0, 0): this

means it will assume the value of the insertion of four gaps. Once we set those cells up, all

other cells are calculated through the algorithm.

Take the example of cell S(2, 2), its value will be:

min


S(1, 1) + s(FB, FB)

S(1, 2) + 0.5

S(2, 1) + 0.5

min


0

1

1

By applying the same reasoning to all the other cells we obtain the following matrix:

FB FB FB BB

S(1, 1)0 S(1, 2)0.5 S(1, 3)1 S(1, 4)1.5 S(1, 5)2
FB S(2, 1)0.5 S(2, 2)0 S(2, 3)0.5 S(2, 4)1 S(2, 5)1.5
FB S(3, 1)1 S(3, 2)0.5 S(3, 3)0 S(3, 4)0.5 S(3, 5)1
FB S(4, 1)1.5 S(4, 2)1 S(4, 3)0.5 S(4, 4)0 S(4, 5)0.5

We now show how the algorithm works in an intuitive manner. A movement on the

diagonal means that the elements are aligned whereas a movement rightwards or downwards
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represents either an insertion of a gap or a substitution. Starting from S(1, 1) we move

diagonally into S(2, 2): the latter contains the minimum value with respect to the other

options, namely S(1, 2) and S(2, 1). Inserting a gap respectively in the column or in the row

sequence at this stage is not an optimal move. We do the same until we get to cell S(3, 3)

where we have two choices: either we proceed diagonally and we add a gap thus moving

rightwards or we insert a gap and then we substitute the element BB with the element FB

(the dash arrows). As we can see the second strategy is more costly: the distance index

is 1.5. Contrariwise, the first strategy represents the optimal one in that it minimizes the

distance index, namely 0.5.

Finally, we show how to compare two sequences which differ due to the different length of

episodes, namely ‘chunks’ of sequences (and only the sequence length, as done above). These

sequences will be used below as well, to compare sequence analysis and cluster analysis. We

take the career paths of observations id = 676 and id = 682, respectively

BB − BB − BB − BB − FB − FB − FB − BB − BB − BB − BB − BB − BB − BB

BB − BB − FB − FB − FB − FB − FB − FB − BB − BB − BB − BB

Remember that the cost of substituting the element FB with the element BB (and the

other way round) is 1 and that the cost of inserting a gap or deleting an element is 0.5 (hence

the indel costs, namely the combined costs of insertion and deletion, equals 1). First, try to

replace all the elements FB in the second sequence and to add the necessary gaps to make

the two sequences of the same length.

BB − BB − BB − BB − FB − FB − FB − BB − BB − BB − BB − BB − BB − BB

BB − BB − BB���FB − BB���FB − FB − FB − FB − BB���FB − BB − BB − BB − BB −

XX − XX

The cost of this option is 4, namely the cost of substituting the element FB with BB

three times, which is 3, plus the cost of adding two gaps, which is 1.

Instead, if we consider using only the insertion of gaps and the deletion of elements, our

option will be
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BB − BB − BB − BB − FB − FB − FB − BB − BB − BB − BB − BB − BB − BB

BB − BB − XX − XX − FB − FB − FB − ���FB − ���FB − ���FB − BB − BB − BB −

BB − XX − XX − XX

The total cost of this option is 4, namely the cost of five gap insertions and the cost of

three element deletions. In this case, the two options are the same in terms of costs. Yet,

it should be noted that in this example we set the cost of both the insertion of gaps and

deletion of elements to 0.5 (making the indel cost equal to 1), which is half of the cost of

substituting the element FB with the element BB. We would find different results, if the

substitution costs were higher, which could be the case in this example if the second sequence

contained some GO elements (as shown in the matrix above, substituting BB with GO is

more costly than substituting BB with FB). In conclusion, we have shown that in case of

two sequences which differ due to the length of episodes, the optimal alignment depends on

the cost of substitutions and indels.

TraMineR

For the analysis in this paper, we use the TraMineR R package. This package provides a series

of functions which allow mining and visualizing sequences, calculating distance matrices,

deriving sequence clusters and running basic inferential statistics, such as the discrepancy

analysis, which is used in the paper.2.

In the analysis in the paper, we use the ‘TRATE’ (transition rates) method to calculate

the substitution matrix, where the substitution costs between two elements depend on the

transition rates between the two elements, namely the probabilities of transition from one

element to the other in the dataset (Studer et al. 2011). This is common practice where

there is no theoretical motivation to assign specific substitution costs. As for missing values

in sequences, we choose not to treat missing values as separate elements. Treating missing

2. For more information, see http://traminer.unige.ch/index.shtml
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values as separate elements would be useful if missing values were present inside the sequences

and if the absolute meaning of time points (in this case, the specific years when the elements

are measured) was of interest for the analysis. This is not the case in our analysis. Moreover,

to compute pairwise distances between sequences we use Optimal Matching, by relying on the

substitution matrix. In computing the distances, we leave indel costs at the default setting

of 1 (Studer et al. 2011). Also, we cluster sequences based on the distance matrix using

Ward (hierarchical) clustering.3 Finally, as a robustness test, we run a multi-factor analysis

of variance using the distance matrix with a specific function provided by the TraMineR

package.

Cluster Analysis v. Sequence Analysis

In this section we provide a simple comparison between cluster analysis (used by itself)

and sequence analysis (in conjunction with cluster analysis). As it is clear from the paper,

one of the main steps in sequence analysis is the clustering of the sequences based on the

dissimilarity/distance matrix obtained with optimal matching. In this vein, in order to show

the validity of sequence analysis, we compare the results of the clustering using different

dissimilarity matrices, obtained respectively with optimal matching (sequence analysis) and

the Euclidean distance (the default option in cluster analysis). To be consistent, in both

cases we use Ward (hierarchical) clustering.

Optimal matching is explained in detail above. The Euclidean distance is

√∑
(xi − yi)2

It should be noted that, in order to perform the Euclidean distance on the variables

measuring the different stages of the sequences, we assume that these variables are interval

3. Ward’s method starts with each point (sequence, in this case) being in its own cluster and keeps merging
cluster by minimizing the ‘merging costs’, which in turn depend on the distance between (the center of the)
clusters and the number of points in those clusters (Mirkin 2013).
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level (i.e. BB = 0, FB = 1 and GO = 2) and we assign a distinct value to missing data (i.e.

they are included in the analysis).4

We calculate the Euclidean distance across the variables measuring the different stages of

the sequences, we obtain a dissimilarity/distance matrix and then we cluster the sequences

using this matrix. To be consistent with what we do in the paper, we choose eight clusters

and then we compare the results. The variables resulting from the two clustering procedures

are highly correlated, with p value lower than 0.01. Yet, by looking at the data, we find

that sequence analysis provides a more fine-grained measure of sequences, which take into

consideration the duration of career paths and the order of stages of a career within a path.

Take the career paths of observations id = 508 and id = 281 (where BB = 0, FB = 1

and GO = 2), respectively

0 − 0 − 0 − 0 − 0 − 0 − 0 − 0 − 0 − 0 − 0 − 1 − 1 − 1 − 1 − 1 − 1 − 1

1 − 1 − 1 − 1 − 1 − 0 − 0 − 0 − 0 − 0 − 0 − 0 − 0 − 0 − 0 − 0 − 0 − 0

The hierarchical clustering with the default option of the Euclidean distance groups

these two observations into the same cluster (‘Cluster 3’), whereas the clustering with the

dissimilarity matrix calculated with optimal matching groups them into different clusters

(respectively, ‘Career 4’ and ‘Career 6’). The traditional clustering procedures does not take

into consideration the order of the elements in a sequence, whereas sequence analysis does.

Especially when studying career paths, the order of elements is a rather important piece of

information. The first MP above started in the backbench and moved his/her way up to the

top, whereas the second MP started in the frontbench and then, for some reasons, he/she

moved to the backbench. By relying on this information, it might be concluded that, for

instance, the first MP has a brilliant career ahead, whereas the second MP has somehow

burnt out and his/her political career is dead.

Also, take the career paths of observations id = 676 and id = 682 (where BB = 0, FB = 1

4. We assign a numerical value to missing values only in the cluster analysis used by itself. In the sequence
analysis in conjunction with cluster analysis used in the main text, we drop missing values, as explained
above.
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and GO = 2; these sequences are reported below without missing values for illustrative

purposes), respectively

0 − 0 − 0 − 0 − 1 − 1 − 1 − 0 − 0 − 0 − 0 − 0 − 0 − 0

0 − 0 − 1 − 1 − 1 − 1 − 1 − 1 − 0 − 0 − 0 − 0

The hierarchical clustering with the default option of the Euclidean distance groups

these two observations into the same cluster (‘Cluster 6’), whereas the clustering with the

dissimilarity matrix calculated with optimal matching groups them into different clusters

(respectively, ‘Career 6’ and ‘Career 3’). The traditional clustering misses an important

piece of information, at least for the study of career paths: the duration of episodes (i.e.

chunks of the sequence). Both MPs started in the backbench, made their way up to the top

and then got back to the backbench. Yet, the second MP spent more time in the frontbench

than the first MP. This is an important distinction in the study of career paths. This might

suggest, for instance, that as the second MP has more experience in the cabinet, maybe

he/she is more likely to get back to power soon.

In conclusion, sequence analysis (by which we mean here the use of optimal matching

to create a dissimilarity matrix to be used in cluster analysis) provides a more fine-grained

measure of sequences. Differently from cluster analysis used alone, sequence analysis takes

into consideration the order of elements in a sequence, namely whether the MP’s career is

upward or downward, in this case, and the duration of episodes, namely whether the MP

has spent more or less time in the frontbench, in this case. These two pieces of information

are rather important in the study of political careers.
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Descriptive Statistics

Table A1: University Education

University Degree Freq. Percent Cum.

No University 83 11.42 11.42

Undergraduate 407 55.98 67.40

Postgraduate 237 32.60 100.00

Total 727 100.00

Table A2: Legislature of Entry

Legislature Freq. Percent Cum.

1997-2001 280 38.51 38.51

2001-2005 90 12.38 50.89

2005-2010 123 16.92 67.81

2010-2015 234 32.19 100.00

Total 727 100.00

10



Table A3: Gender, State School, Job and Age at Entry

Variable Obs Mean Std. Dev. Min Max

Gender 727 .2654746 .4418896 0 1

State School 697 .6140603 .4871661 0 1

Job 727 .2984869 .4579093 0 1

Age at Entry 725 43.27862 8.099836 25 69
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Robustness Checks

Table A4: Clustering

Cluster Numbers R Squared

Eight 0.81368903

Seven 0.80837233

Six 0.76708005

Five 0.68583622

Four 0.62082634
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Figure A1: State Distribution Plot - Seven Clusters
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Figure A2: State Distribution Plot - Six Clusters
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Figure A3: State Distribution Plot - Five Clusters
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Figure A4: State Distribution Plot - Four Clusters
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Table A8: Discrepancy Analysis

Variable PseudoF PseudoR2 p_value

Gender 1.5406378 0.0013683279 0.165

State School 1.0299627 0.0009147683 0.385

Job 0.8401325 0.0007461693 0.535

Age at Entry 3.1711299 0.0028164604 0.005

By-elections 6.0032943 0.0053318663 0.005

Legistature 2001-2005 10.2285072 0.0090845176 0.005

Legistature 2005-2010 60.3632637 0.0536120395 0.005

Legistature 2010-2015 46.5763286 0.2189984284 0.005

University Undergraduate 0.4084218 0.0003627426 0.930

University Postgraduate 0.6823863 0.0006060660 0.655

Party Conservative 69.4499886 0.0616824755 0.005

Party LibDem 3.2946912 0.0029262022 0.005

Total 36.9939491 0.3942771028 0.005
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